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Abstract
This paper proposes parametric two-step procedures for assessing the stability of cross-sectional dependency measures in the presence of potential breaks in the marginal distributions. The procedures are based on formerly proposed sup-LR tests in which restricted and unrestricted likelihood functions are compared with each other. First, we show theoretically that standard asymptotics do not hold in this situation. We propose a suitable bootstrap scheme and derive test statistics in different commonly used settings. The properties of the test statistics and precision of the associated change-point estimator are analyzed and compared with existing non-parametric methods in various Monte Carlo simulations. These studies reveal advantages in test power for higher-dimensional data and an almost uniform superiority of the sup-LR test in terms of precision of the change-point estimator. We then apply this method to equity returns of European banks during the financial crisis of 2008.
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1 Introduction
Testing stability of cross-sectional dependence in multivariate time series models has received considerable attention over recent years, both in terms of methodological advance and in applications. In financial econometrics, those methods find application to asset price data subject to financial crisis or policy shocks. In the context of financial crisis, this phenomenon is usually called shift contagion and has been formally analyzed first by King and Wadhwani [1990] who use recursively calculated sample correlations to assess stability of the correlation
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over the considered sample. In an important contribution, Forbes and Rigobon [2002] stress that in equity markets increases in volatility of some equity market often precede an increase in correlation (or some other dependency measure). Therefore, before testing for constant correlation, potential changes in variances have to be taken into account. These procedures test constancy of the marginal distributions in a first step, eliminate potential structural changes in the margins by suitable transformations and then test constancy of the cross-sectional dependence in step two. We will call such procedures two-step testing procedures in the following.

In general, there exist two fundamentally different approaches in a structural change context: likelihood-ratio-type tests that rely on some parametric model and tests imposing hypothesis on moments or quantile exceedance-probabilities, that use cumulated sums of empirical counterparts.

A seminal contribution for the first approach is Andrews [1993] who derived asymptotic tests for (partial) structural changes in a generalized method of moments framework. One class of these tests are supremum likelihood ratio type (sup-LR-type) tests. In a multivariate model, parameters are partitioned into those that change under the null hypothesis of constancy and the alternative and nuisance-parameters that are invariant under null and alternative hypothesis. For any change-point candidate, the sample is divided into two sub-samples and parameter stability is rejected, if the difference between two GMM objective functions becomes too large. This method has first been applied in the context of constant correlation by Dias and Embrechts [2004].

Within the latter class one can distinguish tests imposing constancy on cross-moments of the multivariate system and tests imposing constancy of the copula. Stability is rejected if the fluctuations in the cumulated sums of their empirical counterparts exceed certain critical values. Important contributions in an econometric context include Aue et al. [2009] for covariances, Wied et al. [2012b] for correlations, Bücher et al. [2014] and Rémillard [2017] for copulas.

In both frameworks, two-step procedures have been proposed. While the latter framework was tackled in Demetrescu and Wied [2019], Blatt et al. [2015] worked in the first framework by analyzing shift contagion using a multivariate normal distribution. Our aim is to continue the work in Blatt et al. [2015] by deriving appropriate sup-LR-type statistics in different parametric models, which are typically used for financial time series data. The motivation for using such tests is that, if the assumed model is correct and different from a normal distribution model, a parametric test might have higher power than a non-parametric test. To the best of our knowledge, test statistics for different multivariate distributions have not been explored in the literature before.

Critical values for the tests are obtained by bootstrap approximations. In particular, these bootstrap approximations are used because it cannot be expected that the usage of transformed/standardized data (using piecewise constant variance estimators, GARCH-residuals or empirical cumulative distribution functions) in step 2 leaves the asymptotics unaltered. While Demetrescu and Wied [2019] derived analytic results for the residual effects in non-parametric models (see also Duan and Wied, 2018), the first contribution of this paper is to quantify the impact of transforming the original data by Monte Carlo simulations. Secondly, after showing that the residual effect matters quantitatively in commonly used models, we move to compare power of the different approaches after correcting for the
invalidity of standard asymptotics. Moreover, the Monte Carlo study compares the ability of parametric and non-parametric procedures to detect and date structural changes in the sequential setup we are interested in. Our simulation study extends simulation results in Galeano and Peña [2007] who compare Gaussian sup-LR and fluctuation tests in the case of variance/covariance changes. Apart from Demetrescu and Wied [2019], we also include the recently proposed tests for constant copulas by Bücher et al. [2014] (embedded in the two-step-procedure) in our comparison.

If test and estimation procedures are constructed with applications to finance or macroeconomics in mind, it is natural to study their behaviour in settings that feature typical characteristics of financial data. Therefore we allow for conditionally heteroscedastic data at the margins and adjust our test procedures accordingly. In a first simulation study parametric and non-parametric methods building on the joint distribution function are examined using data generated from multivariate Gaussian distributions that allows us to abstract from issues with non-trivial parameter estimation. Performance of copula-based methods is compared under non-linear dependence by generating data from t-copulas in a second simulation study. Due to its practical relevance, dimensionality effects are also taken into account. Some attention is devoted to the situations where the test procedures are applied under misspecification, such as choosing the wrong joint distribution function or copula within the sup-LR framework.

While we find strong empirical power advantages of sup-LR-type tests over fluctuation tests in when data are sampled from a multivariate Gaussian distribution, results are more mixed in the case of copulas. Here, the sup-LR test does not necessarily provide the strongest results, presumably caused by a large degree of parameter uncertainty. Should one operate in these settings, sup-LR tests under the simplest parametric assumption, namely that of a multivariate Gaussian distribution or copula, provide a suitable alternative to non-parametric methods.\footnote{This has also strong computational advantages relative to the correctly specified sup-LR test.} Also one might use both tests and use a simple error correction scheme like the Boole-Bonferroni method to correct for multiple testing of the same hypothesis.

Results are stronger when it comes to estimating change-points: in almost every considered case, the parametric sup-LR method yields better estimators in terms of bias and variance, irrespectively of correct or incorrect model specification. If precise knowledge on the timing of regime-shifts is of central importance, for example in a portfolio management situation, one should rather use a parametric method. Even if one does not want to rely on a certain specification, our results strongly suggest the sup-LR framework under a Gaussian assumption to achieve useful results.

The structure of the paper is as follows: First, section 2 introduces the hypotheses pairs used in the two-step procedure and the sup-LR test framework, moreover it contains some analytical high-level background. Section 3 applies these results to several parametric frameworks in simulation studies, while an illustration of the discussed methods is given in section 4, using bank equity returns around the financial crisis of 2008. Section 5 gives a conclusion, while the appendix contains the proofs. In the supplementary material we provide an overview about all non-parametric test frameworks (moment-based fluctuation and empirical copula tests) used in the simulation study. With regard to the moment-based fluctuation test, there are some new analytical derivations. We also present simulation evidence under serial independence, supporting the validity of our bootstrap scheme and confirming the simula-
sion evidence for empirical power and break point estimation from the GARCH-simulations. Moreover, the supplementary material contains a third application using European government bond spreads. In a second application to Oil and EURO STOXX 50 return data, we demonstrate that ignoring the residual effect can actually lead to wrong test decisions.

2 Theoretical Framework

For \( t = 1, \ldots, n \), let \( X_t \sim (\delta(t), \theta(t), \eta) \) be a multivariate random variable with dimension \( m \) and joint density \( f_t(\cdot) = (f_{1,t}(\cdot), \ldots, f_{m,t}(\cdot)) \). \( \delta(t) \in \Theta_\delta \subset \mathbb{R}^{k_\delta} \) denotes a possibly time-varying \( k_\delta \)-dimensional parameter vector shaping its dependence structure and \( \theta(t) = [\theta'_{1,t}(\cdot), \ldots, \theta'_{m,t}(\cdot)]' \) denotes a possibly time-varying vector consisting of the parameters shaping the marginal distributions, indexed by \( i \), with \( \theta_{i,t} \in \Theta_\theta \subset \mathbb{R}^{k_\theta} \). Moreover, \( \eta \in \Theta_\eta \subset \mathbb{R}^{k_\eta} \) is another parameter vector which is assumed to be constant throughout all settings. We are interested in changes in \( \delta(t) \) and/or \( \theta(t) \) and allow for a time-constant nuisance parameter \( \eta \).

Let the change-point corresponding to dimension \( i \) be denoted by \( l_i \) and \( l_D \) the change-point of the dependency-structure and further assume \( l_1 \leq l_2 \leq \ldots \leq l_m \leq l_D \). The particular order of change-points merely eases notation and does not lead to loss of generality, since the asymptotics in sequential procedures are not affected from switching the change-point order. Denoting the time index by \( t \), one formally has

\[
X_t \sim (\theta_{1,1}, \theta_{2,1}, \ldots, \theta_{m,1}, \delta_{D,1}) \quad \text{for } t = 1, \ldots, l_1 \\
X_t \sim (\theta_{1,2}, \theta_{2,1}, \ldots, \theta_{m,1}, \delta_{D,1}) \quad \text{for } t = l_1 + 1, \ldots, l_2 \\
\ldots \\
X_t \sim (\theta_{1,2}, \theta_{2,2}, \ldots, \theta_{m,2}, \delta_{D,2}) \quad \text{for } t = l_m + 1, \ldots, l_D \\
X_t \sim (\theta_{1,2}, \theta_{2,2}, \ldots, \theta_{m,2}, \delta_{D,2}) \quad \text{for } t = l_D, \ldots, n
\]

with at most \( m + 1 \) asymptotically distinct break points. Note that, defining \( \lambda_i := \frac{l_i}{n} \), two change-points are asymptotically distinct if \( \lambda_1 \neq \lambda_2 \) as \( n \to \infty \). The ordering of the break dates reflects a situation where shift contagion is present: at first, there is a change in mean and variance of one variable (e.g. a stock market index of country \( A \)), followed by a change in the second (country \( B \)), third (country \( C \)) variable and so forth. The correlation between both markets changes at some later point in time, \( l_D \). Note that one could, but does not have to assume that the \( X_t \) are independent between the change-points, see the discussion in the end of Section 2.

The following hypotheses pairs are relevant for the sequential procedures under consideration and have appeared in this or slightly different forms throughout the existing literature:

Hypothese Pair 1 (Marginal Distributions). For every margin \( i \), we test:

\[
H_0 : \theta_{i,1} = \ldots = \theta_{i,n} \quad \text{against} \\
H_1 : \theta_{i,1} = \ldots = \theta_{i,l_i} \neq \theta_{i,l_i+1} = \ldots = \theta_{i,n} \quad \text{for some } l_i \in \{2, \ldots, n-1\}.
\]
Hypotheses Pair 2 (Dependency, Constant Margins).

\[ H_0 : \delta_{(1)} = ... = \delta_{(n)} \quad \text{with} \quad \theta_{i,(1)} = ... = \theta_{i,(n)} \quad \forall i = 1, ..., m \quad \text{against} \]
\[ H_1 : \delta_{(1)} = ... = \delta_{(l_D)} \neq \delta_{(l_D+1)} = ... = \delta_{(n)} \quad \text{for some} \quad l_D \in \{2, \ldots, n-1\} \]
\[ \text{with} \quad \theta_{i,(1)} = ... = \theta_{i,(n)} \quad \forall i = 1, ..., m \]

If Pearson’s correlation matrix is used to measure cross-sectional dependency, Hypotheses Pair 2 is in line with the test proposed in Wied et al. [2012b] who extend the covariance test from Aue et al. [2009] to moment hypothesis on correlations. In a shift contagion situation it comes natural to extend the first two hypotheses pairs into a joint framework:

Hypotheses Pair 3 (Two-Step Testing Procedure).

\[ H_0 : \delta_{(1)} = ... = \delta_{(n)} \]
\[ \theta_{1,(1)} = ... = \theta_{1,(l_1)}, \theta_{1,(l_1+1)} = ... = \theta_{1,(n)} \]
\[ ... ... ... \]
\[ \theta_{m,(1)} = ... = \theta_{m,(l_m)}, \theta_{m,(l_m+1)} = ... = \theta_{m,(n)} \]
\[ \text{for some} \quad (l_1, \ldots, l_m) \in \{2, \ldots, n-1\}^m \quad \text{against} \]
\[ H_1 : \delta_1 = \delta_{(1)} = ... = \delta_{(l_D)} \neq \delta_{(l_D+1)} = ... = \delta_{(n)} = \delta_2 \quad \text{for some} \quad l_D \in \{2, \ldots, n-1\} \]
\[ \theta_{1,(1)} = ... = \theta_{1,(l_1)}, \theta_{1,(l_1+1)} = ... = \theta_{1,(n)} \]
\[ ... ... ... \]
\[ \theta_{m,(1)} = ... = \theta_{m,(l_m)}, \theta_{m,(l_m+1)} = ... = \theta_{m,(n)} \]
\[ \text{for some} \quad (l_1, \ldots, l_m) \in \{2, \ldots, n-1\}^m. \]

Hypotheses Pair 3 allows for changes in the marginal distributions under both the null and alternative hypothesis. In particular, there is no stationarity under the null hypothesis. Under the null, we have constant dependence and under the alternative, we have a two-regime model in the dependence structure.

We move on to propose a framework which uses fully specified parametric models in order to evaluate parameter stability and test the hypotheses laid out before. The framework goes back to the seminal contribution of Andrews [1993] who suggests a method which is essentially applicable for all GMM-type estimators, such as maximum-likelihood and pseudo-maximum-likelihood. The framework is the following: The sample is divided into two subsamples for any \( j = \pi \cdot n, \pi \in [\underline{\pi}, \overline{\pi}], 0 < \underline{\pi} < \overline{\pi} < 1 \), where parameters are divided into those that change under the null and alternative hypothesis and nuisance parameters that are invariant under null and alternative, denoted by \( \eta \). Parameter constancy is tested by forming a sequence of likelihood-ratio test statistics for all change point candidates. The testing function is given by the log-likelihood function and the test statistic for a fixed \( j \) is given by the difference of the log-likelihood under the restricted and the unrestricted ML- or pseudo-ML-estimator. No restriction here means that the parameter, which is tested for constancy, is calculated based on \( X_1, \ldots, X_j \) and \( X_{j+1}, \ldots, X_n \) separately. We note that, while the framework is based on Andrews [1993], that paper does not look directly at these test statistics, but on “supLR-type” statistics which are based on the differences of GMM-objective functions evaluated at the restricted and unrestricted estimator. We use
the likelihood functions themselves in order to avoid calculating the scores for each of our parametric models.

In the following, we shortly present the parametric frameworks for the first two hypotheses pairs, which are known from Andrews [1993]. Hypotheses Pair 3 is discussed afterwards.

Testing constancy of marginal distributions, i.e. Hypotheses Pair 1, is performed with a test statistic for dimension \( i \) that is based on

\[
A_{i,j} := A_j(\hat{\theta}_{i,0}, \hat{\theta}_{i,1}, \hat{\theta}_{i,2}, \hat{\eta}) := 2(L(\hat{\theta}_{i,1}, \hat{\theta}_{i,2}, \hat{\eta}) - L(\hat{\theta}_{i,0}, \hat{\eta}))
\]

with

\[
L(\hat{\theta}_{i,1}, \hat{\theta}_{i,2}, \hat{\eta}) = \sum_{t=1}^{j} l_{i,t}(\hat{\theta}_{i,1}, \hat{\eta}) + \sum_{t=j+1}^{n} l_{i,t}(\hat{\theta}_{i,2}, \hat{\eta})
\]

\[
L(\hat{\theta}_{i,0}, \hat{\eta}) = \sum_{t=1}^{n} l_{i,t}(\hat{\theta}_{i,0}, \hat{\eta}).
\]

Here, \( l_{i,t}(\cdot) \) denotes the contribution to the log-likelihood for margin \( i \) from observation \( t \) conditionally on the observations from 1 to \( t-1 \) (with the convention that the first contribution \( l_{i,1}(\cdot) \) depends on some initial value), i.e., \( l_{i,t}(\theta_i, \eta) = f_{i,t}(x_t|x_{t-1}, \ldots, x_1; \theta_i, \eta) \). Moreover, \( \hat{\theta}_{i,1} = \hat{\theta}_{i,1,j} \) is the ML-estimator for \( \theta_i \) based on \( X_{1}, \ldots, X_j \), where \( j := \lfloor \pi n \rfloor \) (the floor function is omitted in the following for brevity) and \( \hat{\theta}_{i,2} = \hat{\theta}_{i,2,j} \) the one based on \( X_{j+1}, \ldots, X_n \), \( \hat{\theta}_{i,0} \) the one based on \( X_1, \ldots, X_n \) and \( \hat{\eta} \) the ML estimator based on \( X_1, \ldots, X_n \) for the constant nuisance parameter \( \eta \). The estimation of the parameter \( \theta_i \) is always performed conditionally on \( \hat{\eta} \).

Regarding Hypotheses Pair 2, we restrict the analysis to the case in which we can consistently estimate the true dependence parameter \( \delta_0 \) without having to estimate the marginals. Then, the hypothesis is tested with a test statistic based on

\[
A_j(\hat{\delta}_0, \hat{\delta}_1, \hat{\delta}_2, \hat{\eta}) = 2(L(\hat{\delta}_1, \hat{\delta}_2, \hat{\eta}) - L(\hat{\delta}_0, \hat{\eta}))
\]

with

\[
L(\hat{\delta}_1, \hat{\delta}_2, \hat{\eta}) = \sum_{t=1}^{j} l_t(\hat{\delta}_1, \hat{\eta}) + \sum_{t=j+1}^{n} l_t(\hat{\delta}_2, \hat{\eta})
\]

\[
L(\hat{\delta}_0, \hat{\eta}) = \sum_{t=1}^{n} l_t(\hat{\delta}_0, \hat{\eta})
\]

and the definitions of \( l_t(\cdot) \) and the estimators \( \hat{\delta}_0, \hat{\delta}_1, \hat{\delta}_2 \) similar to Hypotheses Pair 1.

We now state a theorem concerning the asymptotic distribution of the sequence of LR-statistics. The result can be indirectly inferred from Andrews [1993] and Andrews and Ploberger [1995]: As stated by Andrews and Ploberger [1995], the asymptotic distribution is identical to the asymptotic distribution of the sup-Wald and the sup-LM statistics introduced by Andrews [1993]. Moreover, they are shown to converge to the same limit in our Theorem 1. On the other hand, we provide a direct proof, which is presented in the Appendix. Before, we impose some regularity assumptions. Here and in the following, \( \Gamma_k \) denotes the stochastic process given by a \( k \)-dimensional vector of independent Brownian
Assumption 1. For Hypotheses Pair 1, it holds under the null hypothesis for margin $i$ with the true parameter $\theta_i,0$:

1. The third derivatives of $l_{i,t}(\theta_i, \eta)$ with respect to $\theta_i$ exist and are uniformly bounded for $t = 1, \ldots, n$.

2. The estimators $\hat{\theta}_{i,1,n}, \hat{\theta}_{i,2,n}$ and $\hat{\theta}_{i,0}$ fulfill a functional central limit theorem, i.e., the stochastic process

$$\hat{T}_{1,n}(\pi) := \sqrt{n} \begin{pmatrix} \hat{\theta}_{i,1,n} - \theta_{i,0} \\ \hat{\theta}_{i,2,n} - \theta_{i,0} \\ \hat{\theta}_{i,0} - \theta_{i,0} \end{pmatrix}$$

converges in distribution to the stochastic process

$$T_1(\pi) := \begin{pmatrix} \frac{1}{n} H^{-1/2}_i \cdot \Gamma_{k_\theta}(\pi) \\ \frac{1}{n} H^{-1/2}_i \cdot \Gamma_{k_\theta}(1 - \pi) \\ H^{-1/2}_i \cdot \Gamma_{k_\theta}(1) \end{pmatrix}$$

in $D[0, 1]^3$, the space of $3k_\theta$-dimensional càdlàg functions on the unit interval with

$$H_i = - \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2}{\partial \theta_i \partial \theta'_i} l_{i,t}(\theta_{i,0}, \hat{\eta}).$$

The limit $H_i$ remains the same if $\theta_{i,0}$ is replaced by a consistent estimator.

For Hypotheses Pair 2, it holds under the null hypothesis with the true parameter $\delta_0$:

1. The third derivatives of $l_t(\delta, \theta, \eta)$ with respect to $\delta$ exist and are uniformly bounded for $t = 1, \ldots, n$.

2. The estimators $\hat{\delta}_{1,n}, \hat{\delta}_{2,n}$ and $\hat{\delta}_0$ fulfill a functional central limit theorem, i.e., the stochastic process

$$\hat{T}_{2,n}(\pi) := \sqrt{n} \begin{pmatrix} \hat{\delta}_{1,n} - \delta_0 \\ \hat{\delta}_{2,n} - \delta_0 \\ \hat{\delta}_0 - \delta_0 \end{pmatrix}$$

converges in distribution to the stochastic process

$$T_2(\pi) := \begin{pmatrix} \frac{1}{n} H^{-1/2}_i \cdot \Gamma_{k_\delta}(\pi) \\ \frac{1}{n} H^{-1/2}_i \cdot \Gamma_{k_\delta}(1 - \pi) \\ H^{-1/2}_i \cdot \Gamma_{k_\delta}(1) \end{pmatrix}$$

in $D[0, 1]^3$, the space of $3k_\delta$-dimensional càdlàg functions on the unit interval with

$$H = - \lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2}{\partial \delta \partial \delta'} l_t(\delta_0, \hat{\eta}).$$

The limit $H$ remains the same if $\delta_0$ is replaced by a consistent estimator.
Note that the expression of the limits appears to be natural if it can be assumed that (e.g.) 
\( \delta_{1,j} - \delta_0 \) can be linearized by a Taylor approximation as

\[
\left( \sum_{t=1}^{j} \frac{\partial^2}{\partial \delta \partial \delta'} l_t(\delta_0, \hat{\eta}) \right)^{-1} \sum_{t=1}^{j} \frac{\partial}{\partial \delta} l_t(\delta_0, \hat{\eta}) + o_p(\sqrt{n})
\]

and \( \delta_{2,j} - \delta_0 \) can be linearized as

\[
\left( \sum_{t=j+1}^{n} \frac{\partial^2}{\partial \delta \partial \delta'} l_t(\delta_0, \hat{\eta}) \right)^{-1} \sum_{t=j+1}^{n} \frac{\partial}{\partial \delta} l_t(\delta_0, \hat{\eta}) + o_p(\sqrt{n})
\]. This follows from standard asymptotic theory for maximum likelihood estimators, see e.g. van der Vaart [1998].

**Definition 1.** Consider a \( k \)-dimensional Brownian motion \( \Gamma_k \). Then, the process \( B_k \) with

\[
B_k(\pi) = \frac{(\Gamma_{k\theta}(\pi) - \pi \Gamma_{k\theta}(1))(\Gamma_{k\theta}(\pi) - \pi \Gamma_{k\theta}(1))}{\pi(1 - \pi)}
\]

is called standardized tied-down Bessel process of order \( k \).

**Theorem 1.** Let Assumption 1 be true. Under Hypotheses Pair 1, it holds that \( A_{i,\pi n}, \pi \leq \pi \leq \pi \), converges to a \( B_{k\theta} \)-process. Under Hypotheses Pair 2, it holds that \( A_{\pi n, \pi \leq \pi \leq \pi} \), converges to a \( B_{k\delta} \)-process. Both convergences take place in \( D[\pi, \pi] \), the space of càdlàg-functions over \( [\pi, \pi] \).

As we have the factor \( \pi(1 - \pi) \) in the denominator, it is clear that \( \Pi = [\pi, \pi] \) has to be a strict subset of the unit interval. To test the null hypothesis of parameter constancy against a single unknown change point, the sup-functional is applied to the components. Then, for (2) (and similarly for (1)) and based on the continuous mapping theorem, in the framework of Andrews [1993],

\[
\sup_{\pi n \leq j \leq \pi n} A_j \rightarrow_d \sup_{\Pi} B_{k\delta}(\pi)
\]

So the null hypothesis is rejected when the \((1 - \alpha)\)-quantile associated with the limiting process from Theorem 1, defined by \( c_\alpha = P(\sup_{\pi \in \Pi} B_{k\delta} > c_\alpha) = \alpha \) is exceeded. Critical values are tabulated in Andrews [1993] and depend on the degrees of freedom of the limiting process and the considered interval \( \Pi \) of candidate change points. In every situation considered in the following, the supremum of \( \{A_j\} \) is also used to estimate the change-point by

\[
\hat{l} = \arg \sup_{\pi n \leq j \leq \pi n} A_j
\]

In practical applications sup- and argsup-functional are replaced by the max- and argmax-functional, respectively. Following the suggestion of Andrews [1993] the set of potential change points is chosen to be \( \Pi = [0.15, 0.85] \), the general case will however be maintained in the notation.

Our testing idea for analyzing Hypotheses Pair 3 is similar to that of Hypotheses Pair 2. The test statistic is given by

\[
\sup_{\pi n \leq j \leq \pi n} A_j
\]

with \( A_j \) given in (2), but with the original data \( X_t, t = 1, \ldots, n \), replaced by appropriate residuals \( \hat{X}_t, t = 1, \ldots, n \). Here, “residuals” implies that we transform marginal time series such that they do not exhibit breaks any more, while the dependence structure is not
affected by the transformation. In fact, we are interested in the dependence parameters of the multivariate random vector $X_t$, but cannot make inference for it directly and need a proper transformation instead. One simple example would be the model $X_t = \Sigma_t R$, where $\Sigma_t = \text{diag}(\sigma_1, \sigma_2)$ and $R$ is bivariate centered normally distributed with covariance matrix \[
\begin{pmatrix}
1 & \rho \\
\rho & 1
\end{pmatrix}.
\]

Here, inference about $\rho$ would be based on $\tilde{X}_t = \Sigma_t^{-1} X_t$.

The type of transformations as well as the particular test statistics depend on the respective parametric specification, which are derived in the following subsections. For example, the setting allows for time-varying marginal variances if $\theta = \theta_1$ for $t \leq j = \pi n$ and $\theta = \theta_2$ for $t > j = \pi n$. Demetrescu and Wied [2019] discuss such models in detail and also argue analytically and with numerical evidence why it is not possible to test Hypotheses Pair 3 with the standard method of Andrews [1993] who assumes stationarity under the null hypothesis. Allowing for unknown marginal parameters, which have to be estimated, introduces complications concerning the limit distribution. As pointed out in many studies on that matter, using estimated parameters and change-point locations in the first step potentially affects estimation of parameters and change-point locations in the second step, see Qu and Perron [2007], Chan et al. [2009] and Demetrescu and Wied [2019].

In our setting, the intuition for getting a residual effect is the following: Define with $\tilde{\delta}_{\pi n} = (\tilde{\delta}_{1, \pi n}, \tilde{\delta}_{2, \pi n})$ the vector of unrestricted ML-estimators and $\tilde{\theta}_t$ the estimator for the nuisance parameter $\theta_t$ such that $l_t(\tilde{\delta}_{\pi n}, \tilde{\theta}_t) := l_t(\tilde{\delta}_{1, \pi n}, \tilde{\theta}_t, \tilde{\eta})$ for $t \leq j = \pi n$ and $l_t(\tilde{\delta}_{\pi n}, \tilde{\theta}_t) := l_t(\tilde{\delta}_{2, \pi n}, \tilde{\theta}_t, \tilde{\eta})$ for $t > j = \pi n$. We consider the special case that the whole vector $\tilde{\theta}_t$ breaks at exactly one point $\pi n, \pi n \in (0, 1)$, such that we have two estimators $\tilde{\theta}_{1, \pi n}$ and $\tilde{\theta}_{2, \pi n}$ for $\theta_1$ and $\theta_2$, respectively. To ease notation, we omit the dependency of the likelihood contributions on the nuisance parameter $\tilde{\eta}$. We impose an additional assumption, which appears to be natural given that both $\tilde{\delta}_{\pi}$ and $\tilde{\delta}$ are consistent for $\delta$ under the null hypothesis. We leave it as a task for further research to validate these assumptions in the examples considered below: the theorem should mainly serve as an illustration how the residual effect looks like in general.

**Assumption 2.** For Hypotheses Pair 3, it holds under the null hypothesis for the true parameters $\theta_1, \theta_2, \delta_0$:

1. The third derivatives of $l_t(\cdot, \theta_t)$ with respect to $\theta_t$ exist and are uniformly bounded for $t = 1, \ldots, n$.
2. In the case of known $\theta_1, \theta_2$, the estimators $\tilde{\delta}_{1, \pi n}, \tilde{\delta}_{2, \pi n}$ and $\hat{\delta}_0$ satisfy a functional central limit theorem, i.e., the stochastic process

   $$
   \tilde{T}_{3,n}(\pi) := \sqrt{n} \begin{pmatrix}
   \tilde{\delta}_{1, \pi n} - \delta_0 \\
   \tilde{\delta}_{2, \pi n} - \delta_0 \\
   \hat{\delta}_0 - \delta_0
   \end{pmatrix}
   $$

   converges in distribution to the stochastic process

   $$
   T_3(\pi) := \begin{pmatrix}
   1 - 1/\pi H_\pi^{-1/2} \cdot \Gamma_{k_2}(\pi) \\
   H_\pi^{-1/2} \cdot \Gamma_{k_2}(1-\pi)
   \end{pmatrix}
   $$
in $D[0, 1]^{3k_δ}$, the space of $3k_δ$-dimensional càdlàg functions on the unit interval with

$$H_* = -\lim_{n \to \infty} \frac{1}{n} \sum_{t=1}^{n} \frac{\partial^2}{\partial \theta \partial \theta'} l_t(\hat{\theta}_0, \theta_1) - \lim_{n \to \infty} \frac{1}{n} \sum_{t=\pi_0+1}^{n} \frac{\partial^2}{\partial \theta \partial \theta'} l_t(\hat{\theta}_0, \theta_2).$$

and $\Gamma_{k_δ}$ denoting a $k_δ$-dimensional vector of independent Brownian motions. The limit $H_*$ remains the same if $\delta_0$ is replaced by a consistent estimators.

3. The process

$$B_{\pi n} := \sqrt{n} (\hat{\theta}_1, \pi_{\theta n} - \theta_1) \frac{1}{\sqrt{n}} \sum_{t=1}^{n} \frac{\partial}{\partial \theta} \left( l_t(\hat{\theta}_{\pi n}, \theta_1) - l_t(\hat{\theta}, \theta_1) \right)$$

$$+ \sqrt{n} (\hat{\theta}_2, \pi_{\theta n} - \theta_2) \frac{1}{\sqrt{n}} \sum_{t=\pi_n}^{n} \frac{\partial}{\partial \theta} \left( l_t(\hat{\theta}_{\pi n}, \theta_2) - l_t(\hat{\theta}, \theta_2) \right)$$

converges to some limit process $R(\pi)$ in $D[\pi, \pi]$.

4. The process $C_{\pi n} := \frac{\partial^2}{\partial \theta \partial \theta'} \frac{1}{\pi_{\theta n}} \sum_{t=1}^{n} \left( l_t(\hat{\theta}(\pi), \theta_t) - l_t(\hat{\theta}, \theta_t) \right)$ converges to zero in probability.

Then, we have the following theorem, whose proof is given in the appendix:

**Theorem 2.** Under Assumption 2, it holds for $A_{\pi n}(\hat{\theta}_{\pi n}, \hat{\theta}, \hat{\theta}_{\pi n}) := A_{\pi n}(\hat{\theta}_{\pi n}, \hat{\theta}, \hat{\theta}_{\pi n}, \hat{\eta})$ that

$$A_{\pi n}(\hat{\theta}_{\pi n}, \hat{\theta}, \hat{\theta}_{\pi n}) \Rightarrow d \mathcal{B}_t(\pi) + R(\pi),$$

where the residual effect is given by $R(\pi)$.

Simulation evidence supports using a residual bootstrap scheme, which leads to correctly sized tests. Under the assumption of proper transformation prior to step two, we can use a simple residual bootstrap scheme, which is now briefly lined out: Let a sample $\hat{X}_1^*, ..., \hat{X}_n^*$ be drawn from $\hat{X}_1, ..., \hat{X}_n$. For any bootstrap repetition $b$, let the sup-LR test statistic from (1) or (2) be denoted by $\sup A_b^j$, such that the p-value follows as

$$\hat{p} = \frac{1}{B} \sum_{b=1}^{B} 1_{\{\sup A_b^j > \sup A_j\}} \quad (7)$$

If the estimation error in the first step could be ignored, it would be reasonable to use the same critical values as in Hypotheses Pair 2, because the difference of estimated parameters under alternative and null remains exactly the same.

The way in which the sample $\hat{X}_1^*, ..., \hat{X}_n^*$ is drawn, depends on the actual assumption on the serial dependence of the $X_t$. If one assumes that they are independent between the change-points, one obtains independent draws with replacement. While this strong assumption is often violated in practice, there is a certain consensus in financial econometrics that serial dependence takes the form of (conditional) heteroscedasticity which can be captured by GARCH or related processes. Some empirical evidence for asset returns can be found in Cont [2001], Chuang and Lee [2014] and Bartram et al. [2007] use for example a GJR-GARCH(1,1)-t model while Candelon and Manner [2010] employ a SWARCH-approach and Andreou and Ghysels [2003] use GARCH(1,1)-t and GARCH(1,1)-normal models. In order
to focus on the relevant aspects in two-step testing procedures, we restrict ourselves to the simplest case of an univariate GARCH(1,1)-structure from Bollerslev [1986] for all marginal distributions and apply appropriate univariate filters, e.g. we consider GARCH residuals.

When testing constant marginal distribution, the serial dependence is taken into account by using an appropriate covariance-matrix as in Blatt et al. [2015]. Before testing for constant cross-sectional dependence, we estimate piecewise or full-sample GARCH-residuals, depending on the test result in the first step. This way, we deal with almost i.i.d. data, as Bücher et al. [2015] do with the rationale that the dependence structure is not affected by this kind of filtering. Consequently we can draw independent draws with replacement from the GARCH residuals in the second step. If one assumes other forms of serial dependence, one might have to resort to a block-bootstrap scheme. Our numerical results however indicate validity of the bootstrap with replacement in the presence of volatility clustering, consistent with evidence from the references given above.

With these preliminary remarks out of the way, the sup-LR framework obviously requires assumption of a particular parametric model, while the particular moments which are subject to structural changes need to be specified in the fluctuation test framework. We therefore turn to a description of models that we use in our simulation study and the way they enter the testing procedures.

3 Simulation Evidence for Selected Parametric Models

This section uses several commonly used parametric settings, to evaluate finite sample properties of the parametric and non-parametric tests. We assume GARCH(1,1)-margins with mean zero and at most one change in the unconditional variance $\sigma^2$. We denote the conditional variance by $h_{i,t}^2$. The state and volatility memory factors ($\alpha, \beta$) are regarded as time-invariant nuisance parameters. In both testing frameworks we therefore employ the HAC-consistent estimator proposed by Andrews [1991] to obtain correctly sized tests in the first step. GARCH-residuals are computed the usual way, either over the full sample or piece-wise, if the test for constant variance rejects Hypotheses Pair 1.

The main part of interest is step two: first, empirical rejection rates under $H_0$ are reported, i.e. the correlation coefficient is kept constant while there are changes in the unconditional variance (scenario 1). The extent to which the unconditional variance changes is controlled by a tuning parameter $s$. We report the asymptotic and bootstrapped critical values to demonstrate the failure of standard asymptotics. In a second study we compute empirical power under changing dependency parameters (scenario 2). Additionally the Monte Carlo bias and Mean Squared Error of each break point estimator reveal a superiority of the sup-LR framework that is robust to model misspecification.

3.1 Gaussian Distribution

The easiest way to model cross-sectional dependence is a multivariate Normal distribution, parametrized in terms of correlations. Although most likely not the best choice in many cases, it provides a good starting point and offers some useful insight into more complicated models. We impose the regularity condition that variances are bounded away from zero. In

\footnote{Often these methods are applied to daily equity returns, where it is reasonable to assume zero means.}
such a situation, one can test Hypotheses Pair 3 by setting \( \theta_i = \sigma_i^2 \) and \( \delta_i = P_i \). In the fluctuation test framework, this specification boils down to the CUSUM of squares test from Wied et al. [2012a].

**Test Statistics** The sup-LR-analogue follows from the probability density of a Gaussian random variable

\[
f(X_{i,t}; \sigma_i^2) = \frac{1}{\sqrt{2\pi\sigma_i^2}} \exp \left( -\frac{X_{i,t}^2}{2\sigma_i^2} \right)
\]

the log-Likelihood for full-sample estimation is given by

\[
L(X_i, \sigma_0^2) = -\frac{n}{2} \log(2\pi) - \frac{n}{2} \log(\sigma_0^2) - \sum_{t=1}^{n} \frac{X_{i,t}^2}{2\sigma_0^2}
\]

Dividing the sample at any \( j \) yields

\[
L(X_i, \sigma_{i,1}^2, \sigma_{i,2}^2) = -\frac{j}{2} \log(2\pi) - \frac{j}{2} \log(\sigma_{i,1}^2) - \sum_{t=1}^{j} \frac{X_{i,t}^2}{2\sigma_{i,1}^2} - \frac{n-j}{2} \log(2\pi) - \frac{n-j}{2} \log(\sigma_{i,2}^2) - \sum_{t=j+1}^{n} \frac{X_{i,t}^2}{2\sigma_{i,2}^2}
\]

for the log-likelihood, where \( \sigma_{i,1}^2 \) and \( \sigma_{i,2}^2 \) are the partial-sample estimators. Evaluating the difference of the log-likelihood under full-sample and partial-sample estimators gives after some simplifications the test statistic for a fixed \( j \):

\[
A_j(X_i; \hat{\sigma}_{i,0}^2, \hat{\sigma}_{i,1}^2, \hat{\sigma}_{i,2}^2) = n \log(\hat{\sigma}_{i,0}^2) - j \log(\hat{\sigma}_{i,1}^2) - (n-j) \log(\hat{\sigma}_{i,2}^2)
\]

The limiting process of \( \{A_j\} \) is of the form of equation (3) and has \( k = 1 \) degrees of freedom. Since we allow for volatility clustering, critical values depend on the HAC-consistent variance estimator (Qu and Perron [2007] and Blatt et al. [2015]). Conditional on the test decision, the data are standardized by

\[
\hat{h}_{i,t}^2 = \hat{c}_{i,0} + \hat{\alpha}_{i,0} X_{i,t-1} + \hat{\beta}_{i,0} \hat{h}_{i,t-1}^2
\]
\[
\hat{Z}_{i,t} = \frac{X_{i,t}}{\hat{h}_{i,t}}
\]

if no break was detected or by

\[
\hat{h}_{i,t}^2 = \hat{c}_{i,1} + \hat{\alpha}_{i,0} X_{i,t-1} + \hat{\beta}_{i,0} \hat{h}_{i,t-1}^2
\]
\[
\hat{Z}_{i,t} = \frac{X_{i,t}}{\hat{h}_{i,t}} \quad \text{for } t = 1, \ldots, l_i
\]
\[
\hat{h}_{i,t}^2 = \hat{c}_{i,2} + \hat{\alpha}_{i,0} X_{i,t-1} + \hat{\beta}_{i,0} \hat{h}_{i,t-1}^2
\]
\[
\hat{Z}_{i,t} = \frac{X_{i,t}}{\hat{h}_{i,t}} \quad \text{for } t = l_i, \ldots, n
\]

For the piecewise standardized data, full-sample and partial-sample ML-estimators follow
from the simplified log-likelihood, now given by

\[
L(\hat{Z}; P_0) = -\frac{n}{2} \log |P_0| - \frac{1}{2} \sum_{t=1}^{n} \hat{Z}_t^t P_0^{-1} \hat{Z}_t
\]

\[
L(\hat{Z}; P_1, P_2) = -\frac{j}{2} \log |P_1| - \frac{1}{2} \sum_{t=j+1}^{n} \hat{Z}_t^t P_2^{-1} \hat{Z}_t \]

yielding

\[
\hat{P}_0 = \frac{1}{n} \sum_{t=1}^{n} \begin{pmatrix} \hat{Z}_{1,t} \hat{Z}_{2,t} & \cdots & \hat{Z}_{m-1,t} \hat{Z}_{m,t} \end{pmatrix}, \text{ and}
\]

\[
\hat{P}_1 = \frac{1}{j} \sum_{t=1}^{j} \begin{pmatrix} \hat{Z}_{1,t} \hat{Z}_{2,t} & \cdots & \hat{Z}_{m-1,t} \hat{Z}_{m,t} \end{pmatrix}, \quad \hat{P}_2 = \frac{1}{n-j} \sum_{t=j+1}^{n} \begin{pmatrix} \hat{Z}_{1,t} \hat{Z}_{2,t} & \cdots & \hat{Z}_{m-1,t} \hat{Z}_{m,t} \end{pmatrix}
\]

where it was used that \( \sum_{t=1}^{j} \hat{Z}_{i,t}^2 = 1 \) and \( \sum_{t=j+1}^{n} \hat{Z}_{i,t}^2 = 1 \) for every dimension \( i \) by construction of \( \hat{Z} \). Given \( j \), the likelihood-ratio test statistic for centered and standardized Gaussian data is obtained as

\[
A_j = n \cdot \log(|\hat{P}_0|) - j \cdot \log(|\hat{P}_1|) - (n - j) \cdot \log(|\hat{P}_2|)
\]

Had one based the test statistic on the unobserved \( Z_t \), a reasonable approximation for the critical value associated with the sup-functional \( \sup \pi \frac{1}{\mathbb{P} \in \Pi} A_j \) would be given by the appropriate quantile of \( \sup \mathcal{B}(m-1,m/2)(\pi) \).

**Finite-Sample Properties** In the first Monte Carlo exercise we apply both sequential testing procedures to data generated according to

\[
\begin{align*}
Z_{i,t} & \overset{i.i.d.}{\sim} N(0, P_t) & \text{for } t = 1, \ldots, l_D \\
Z_{i,t} & \overset{i.i.d.}{\sim} N(0, P_2) & \text{for } t = l_D, \ldots, n \\
h_{1,t}^2 = 1, & h_{1,t}^2 = \alpha Z_{1,t-1} + \beta h_{1,t-1} & \text{for } t = 2, \ldots, n \\
X_{1,t} = h_{1,t} Z_{1,t} & \text{for } t = 1, \ldots, l_1 \\
h_{2,t}^2 = 1, & h_{2,t}^2 = \alpha Z_{2,t-1} + \beta h_{2,t-1} & \text{for } t = 2, \ldots, n \\
X_{2,t} = h_{2,t} Z_{2,t} & \text{for } t = 1, \ldots, l_2 \\
\vdots & \vdots \\
h_{m,t}^2 = 1, & h_{m,t}^2 = \alpha Z_{m,t-1} + \beta h_{m,t-1} & \text{for } t = 2, \ldots, n \\
X_{m,t} = h_{m,t} Z_{m,t} & \text{for } t = 1, \ldots, l_2 \\
X_{m,t} = h_{m,t} Z_{m,t} & \text{for } t = l_2, \ldots, n
\end{align*}
\]

with \( l_1 < l_2 < l_D \). The change points are chosen to be distinct for the first margin, all
other margins, and the joint distribution, consistent with the interpretation that dimension one corresponds to the ‘origin country’ of a financial crisis which spreads to other countries (dimensions $i > 1$) with a certain time lag. To ensure comparability of results across different sample sizes, we set $\lambda_1 \equiv \frac{l_1}{n} = 0.5$, $\lambda_2 \equiv \frac{l_2}{n} = 0.6$, and $\lambda_D \equiv \frac{l_D}{n} = 0.7$. The sample sizes are set to 100, which seems reasonable for quarterly data, 500 which should be reached either in long macroeconomic time series or (daily) financial market data and 1500 to approximate asymptotic behavior. Depending on the sample size, change-points therefore are given by

<table>
<thead>
<tr>
<th>$n$</th>
<th>$l_1$</th>
<th>$l_2$</th>
<th>$l_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>50</td>
<td>60</td>
<td>70</td>
</tr>
<tr>
<td>500</td>
<td>250</td>
<td>300</td>
<td>350</td>
</tr>
<tr>
<td>1500</td>
<td>750</td>
<td>900</td>
<td>1050</td>
</tr>
</tbody>
</table>

For scenario 1 the correlation is kept constant by setting $\rho_2 = 0.4$. In order to focus on the important aspects, the magnitude of parameter changes in each marginal distribution is identical and ranges over $s \in [1, 1.5, 2, 2.5, 3]$. The case of $s = 1$ corresponds to testing Hypotheses Pair 2 while all other cases $s_1 = s_2 \neq 1$ test Hypotheses Pair 3 where $H_0$ is true. The nominal significance level is set to 5 %, the corresponding are either taken from Kiefer [1959] for the fluctuation tests and Andrews [1993] for the sup-LR test or simulated using 1000 Monte Carlo repetitions on a discrete grid with 10,000 elements. We use 1000 Monte Carlo repetitions for each parameter constellation.

Results are shown in table 1: the test for constant marginal distributions has higher power for $X_1$ than for $X_2$, which is consistent with both theory and previous studies, as we set $\lambda_1 = 0.5$ and $\lambda_2 = 0.6$. 
Table 1: Multivariate Gaussian, Scenario 1: Rejection Rates under $H_0$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$n = 100$</th>
<th>$n = 500$</th>
<th>$n = 1500$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fluctuation test</td>
<td>sup-LR test</td>
<td>Fluctuation test</td>
</tr>
<tr>
<td></td>
<td>$X_1$</td>
<td>$X_2$</td>
<td>$X_1$</td>
</tr>
<tr>
<td>1</td>
<td>0.213</td>
<td>0.197</td>
<td>0.127</td>
</tr>
<tr>
<td>1.5</td>
<td>0.774</td>
<td>0.716</td>
<td>0.577</td>
</tr>
<tr>
<td>2</td>
<td>0.975</td>
<td>0.950</td>
<td>0.917</td>
</tr>
<tr>
<td>2.5</td>
<td>0.997</td>
<td>0.997</td>
<td>0.992</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

The simulations reveal presence of the residual effect for every sample size, which appears as soon as $s \neq 1$. In this case the bootstrap corrections increase the rejection rate of the fluctuation close to the nominal significance level of 5%, while the sup-LR test is corrected for the increased rejection rates under $H_0$. As $n$ increases, we observe correctly sized test decisions at each margin in both test frameworks. To obtain results on empirical power, the correlation of the first regime is set to $\rho_1 = 0.4$ and $\rho_2$ varies symmetrically around $\rho_1$ from $-0.1$ to $0.9$ in steps of $0.1$. The dashed lines in figure 1 - 3 represent empirical power, if the incorrect asymptotic critical values are used, in this way one can quantify the residual effect on empirical power.
Figure 1: Bivariate Gaussian, n=100, Scenario 2: Empirical Power

Figure 2: Bivariate Gaussian, n=500, Scenario 2: Empirical Power
If one compares the bootstrap-corrected versions indicated by solid lines, the results for testing constant correlation uniformly favor the sup-LR test. Although the fluctuation test for constant marginal distributions outperforms the sup-LR test across all sample sizes (see the upper panel of table 1), this result does not carry over to the second step of the procedure, where the parametric framework delivers significantly higher power when testing constant correlation. For example, at $\rho_2 = 0.6$ and $n = 500$, the 95%-confidence intervals are [0.700, 0.755] for the sup-LR test and [0.231, 0.285] for the fluctuation test.

Next we consider dimensionality effects for different sample sizes. As can be seen from the lower two panels of table 1, the residual effect slowly declines with dimension $m$ in the fluctuation test framework and even increases with $m$ in the sup-LR-test framework. Hence, empirical power in figure 4 - 6 is compared only using the respective bootstrap schemes.
Figure 4: Multivariate Gaussian, n=100, Scenario 2: Empirical Power

Figure 5: Multivariate Gaussian, n=500, Scenario 2: Empirical Power
Across all sample sizes, the performance of the sup-LR test increases with the dimension $m$. For $n = 500$ and $\rho_2 = 0.6$, empirical power increases to 85% (90%) in the three (four)-dimensional case, from around 65% in the bivariate case. The dimensionality effect is largely absent in the fluctuation test framework, where in the case of increasing correlation empirical power even declines with the dimension $m$. Consequently the size advantage is now even wider, the confidence intervals being [0.825, 0.870] for the sup-LR test and [0.142, 0.188] for the fluctuation test in the three-dimensional case. Finally, in table 2, we consider Monte Carlo bias and root mean-squared error of the break point estimator.

Table 2: Multivariate Gaussian, Scenario 2: Break Point Estimation
Table 2 paints a very clear picture: except for $n = 100$, $m = 2$ and small $\rho_2$ both bias and variance are considerably smaller for the sup-LR test. The fluctuation test underestimates $l_d$ even for a change from $\rho_1 = 0.4$ to $\rho_2 = 0.9$ and $n = 1500$ as compared to the sup-LR test, which has a negligible bias even for $\rho_2 = 0.7$ (second panel). Results in the higher-dimensional case (the bottom two panels) also favour the parametric framework: while using the sup-LR framework the regime shift is estimated very accurately in the 4-dimensional case compared to the (also precise) estimates in the two and three-dimensional set-up, breakpoint estimation is not considerably improved with $m$ in the fluctuation test framework. This is especially true for situations of shift contagion, namely for increases in $P$. Since scenarios with potential shift contagion are usually associated with increasing correlation, the preceding findings suggest to use the sup-LR test, in particular when a precise estimation of the change-point is desired.

Although there is some inconclusiveness for small samples we summarize from the simulation results laid out in this section, that in moderate to large samples the sup-LR test with the residual-bootstrap scheme has acceptable size properties under $H_0$ and outperforms the fluctuation test with a wild bootstrap scheme both in terms of detecting and estimating regime-shifts.

### 3.2 t-copula

**Test Statistics** An increasingly popular way to model marginal and joint distribution in separate steps is the use of copulas. When the copula is specified in some parametric form, our testing framework directly can be directly applied. More specifically we explore a setting where the cross-sectional dependence structure follows a t-copula. We still impose GARCH-processes at each margin, such that step 1 of the sequential testing procedure remains unchanged. Given the test result at step 1, data are standardized and subsequently transformed by the cumulative distribution function of the Gaussian distribution, denoted $F(X_i, \hat{\sigma}_i)$ evaluated at the ML-estimator $\hat{\sigma}_i$:

$$
\hat{U}_{i,t} = F(X_i, \hat{\sigma}_{i1}) \quad \text{for } i = 1, ..., \hat{i}_i
$$

$$
\hat{U}_{i,t} = F(X_i, \hat{\sigma}_{i2}) \quad \text{for } i = \hat{i}_i + 1, ..., n \text{ if the test rejects}
$$

$$
\hat{U}_{i,t} = F(X_i, \hat{\sigma}_{i0}) \quad \text{for } i = 1, ..., \hat{n} \text{ if not}
$$

(9)

The test for a constant t-copula is now based on $\hat{U}$. From the probability density of the t-copula

$$
e(\hat{U}; P, \nu) = \frac{\Gamma\left(\frac{\nu + m}{2}\right)(\Gamma\left(\frac{\nu}{2}\right))^{m-1}}{\Gamma\left(\frac{\nu + 1}{2}\right)|P|^{0.5}} \left(\prod_{i=1}^{m} \left(1 + \frac{\hat{Y}_{i,t}^2}{\nu}\right)^{\frac{\nu}{2}}\right) \left(1 + \frac{1}{\nu} \hat{Y}_{t}^t P^{-1} \hat{Y}_{t}\right)
$$

with $\hat{Y}_{i,t} = F^{-1}(\hat{U}_{i,t}, \nu)$ denoting the quantile function of a standardized t-distribution and $\nu$ the log $-\Gamma$-function, the log-likelihood follows as

$$
L(\hat{U}; P_0, \nu) = n \cdot \left(\nu + m - 1\right) + \left(m - 1\right)\nu\left(\nu - 2\right) - m \cdot \nu \cdot \log \left(\frac{\nu + 1}{2}\right) - 0.5 \log |P_0|
$$

$$
+ \sum_{t=1}^{j} \sum_{i=1}^{m} \log \left(1 + \frac{\hat{Y}_{i,t}^2}{\nu}\right) - \frac{\nu + m}{2} \log \left(1 + \frac{\hat{Y}_{t}^t P_0^{-1} \hat{Y}_{t}}{\nu_0}\right)
$$
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for the full-sample and
\[
L(\hat{U}; P_1, P_2, \nu) = j \cdot \left( \frac{\nu + m}{2} \right) + (m - 1) \frac{\nu}{2} \right) \right) + m \cdot \frac{\nu + 1}{2} - 0.5 \log |P_1| \\
+ \sum_{i=1}^{m} \left( \frac{\nu_1 + 1}{2} \sum_{i=1}^{m} \log \left( 1 + \frac{Y^2_{n,i}}{\nu_0} \right) - \frac{\nu_1 + m}{2} \log \left( 1 + \frac{Y^2_{n,j}}{\nu_0} \right) \right) + (n - j) \cdot \left( \frac{\nu + m}{2} \right) \right) + m \cdot \frac{\nu + 1}{2} - 0.5 \log |P_2| \\
+ \sum_{i=1}^{m} \left( \frac{\nu_1 + 1}{2} \sum_{i=1}^{m} \log \left( 1 + \frac{Y^2_{n,i}}{\nu} \right) - \frac{\nu + m}{2} \log \left( 1 + \frac{Y^2_{n,j}}{\nu} \right) \right)
\]
for the partial samples. ML-estimation requires numerical methods, such as EM-algorithms.

Let \((\hat{P}_0, \hat{\nu})\) and \((\hat{P}_1, \hat{P}_2)\) denote the full-sample and partial-sample ML-estimator, we have for a fixed \(j\):
\[
A_j = 2 \left( L(\hat{U}; \hat{P}_1, \hat{P}_2, \hat{\nu}) - L(\hat{U}; \hat{P}_0, \hat{\nu}) \right)
\]

It is reasonable to approximate the distribution of the corresponding sup-LR test statistic by the distribution \(\sup_{\Pi \in \mathbb{P}} B_{(m-1)m/2}(\pi)\) under the null hypothesis, if the residual effect could be ignored. Full ML-estimation of the t-copula is extremely time-consuming, particularly in higher dimensions, Demarta and McNeil [2005] therefore suggest a semi-parametric pseudo-ML procedure sharing the asymptotic properties of full ML-estimation. In a first step, the empirical Kendall’s tau matrix \(\hat{\rho}^*\) of the residuals is calculated as
\[
\hat{\rho}^* = \begin{pmatrix}
\hat{\rho}_1(\hat{Z}_1, \hat{Z}_1) & \cdots & \hat{\rho}_1(\hat{Z}_1, \hat{Z}_n) \\
\vdots & \ddots & \vdots \\
\hat{\rho}_n(\hat{Z}_n, \hat{Z}_1) & \cdots & \hat{\rho}_n(\hat{Z}_n, \hat{Z}_n)
\end{pmatrix}
\]
where each element is given as the empirical pairwise Kendall’s tau coefficient.
\[
\hat{\rho}_r(\hat{Z}_n, \hat{Z}_n) = \frac{(n - 2)}{2} \sum_{1 \leq t_1 < t_2 \leq n} \text{sign} \left( (\hat{Z}_{t_1,i} - \hat{Z}_{t_2,i})(\hat{Z}_{t_1,j} - \hat{Z}_{t_2,j}) \right)
\]
The empirical Kendall’s tau matrix serves to construct a method-of-moments estimator for \(P\) by \(P^* = \sin(\frac{1}{2}\hat{\rho}^*)\) and subsequently estimate \(\nu_C\), holding \(P^*\) fixed. Since the estimator \(\hat{\nu}_C\) does not have a closed-form solution, we follow Mashal and Zeevi [2002] and perform a simple bisection algorithm over the first-order condition of the log-likelihood with respect to \(\nu_C\). As pointed out by Mashal and Zeevi [2002] using Pseudo-ML-estimators affects the limit distribution. This is unproblematic in our case, because a bootstrap scheme that could also be used to approximate the appropriate limit distribution in small samples, is already at hand.

In our simulations, we also consider the effects of misspecification of the t-copula. More precisely, we assume that the marginal distributions are correctly specified and tested but that the underlying copula is mistakenly assumed to be Gaussian, which (as a by-product) reduces the computational effort in higher dimensions. The deviation of the test statistic is relegated to appendix D. One could of course also discuss effects of misspecification at
the margins. As this section is concerned with the performance of non-parametric and parametric copula tests, the issue is omitted here.

**Finite-Sample Properties** Finite-sample properties are evaluated with data generated from a $t_4$-copula and subsequently transformed using the same GARCH(1,1)-process from as before:

\[
U_t \overset{i.i.d.}{\sim} C_t(P_1,4) \quad \text{for } t = 1, \ldots, l_D
\]
\[
U_t \overset{i.i.d.}{\sim} C_t(P_2,4) \quad \text{for } t = l_D, \ldots, n
\]
\[
Z_{1,t} = \Phi^{-1}(U_{1,t})
\]
\[
Z_{2,t} = \Phi^{-1}(U_{2,t})
\]
\[
h_{1,t}^2 = 1, \quad h_{1,t}^2 = \alpha Z_{1,t-1}^2 + \beta h_{1,t-1}^2 \quad \text{for } t = 2, \ldots, n
\]
\[
X_{1,t} = h_{1,t} Z_{1,t} \quad \text{for } t = 1, \ldots, l_1
\]
\[
X_{1,t} = sh_{1,t} Z_{1,t} \quad \text{for } t = l_1, \ldots, n
\]
\[
h_{2,1}^2 = 1, \quad h_{2,t}^2 = \alpha Z_{2,t-1}^2 + \beta h_{2,t-1}^2 \quad \text{for } t = 2, \ldots, n
\]
\[
X_{2,t} = h_{2,t} Z_{2,t} \quad \text{for } t = 1, \ldots, l_2
\]
\[
X_{2,t} = sh_{2,t} Z_{2,t} \quad \text{for } t = l_2, \ldots, n
\]

with

\[
P_1 = \begin{pmatrix} 1 & 0.4 \\ 0.4 & 1 \end{pmatrix}, \quad P_2 = \begin{pmatrix} 1 & \rho_2 \\ \rho_2 & 1 \end{pmatrix}
\]

Generalizations to higher-dimensional cases are obtained by extending the correlation matrix and subsequently transform data with the quantile function accordingly. Change-points are set as before, however we restrict our attention to the cases of $n \in \{100, 500\}$ and $m \in \{2, 3\}$. Under this DGP we compare the non-parametric benchmark-test based on the empirical copula from Bücher et al. [2014], lined out in appendix A, with the sup-LR test under correct specification and under misspecification as Gaussian copula.
Table 3: t-copula, Scenario 1: Rejection Rates under $H_0$

<table>
<thead>
<tr>
<th>$s$</th>
<th>$n = 100$</th>
<th></th>
<th>$n = 500$</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EC-test</td>
<td>t-Cop</td>
<td>Gauss</td>
<td>EC-test</td>
</tr>
<tr>
<td></td>
<td>asym</td>
<td>boot</td>
<td>asym</td>
<td>boot</td>
</tr>
<tr>
<td>1</td>
<td>0.043</td>
<td>0.031</td>
<td>0.032</td>
<td>0.247</td>
</tr>
<tr>
<td>1.5</td>
<td>0.043</td>
<td>0.045</td>
<td>0.055</td>
<td>0.261</td>
</tr>
<tr>
<td>2</td>
<td>0.034</td>
<td>0.044</td>
<td>0.053</td>
<td>0.247</td>
</tr>
<tr>
<td>2.5</td>
<td>0.037</td>
<td>0.042</td>
<td>0.047</td>
<td>0.249</td>
</tr>
<tr>
<td>3</td>
<td>0.042</td>
<td>0.039</td>
<td>0.045</td>
<td>0.242</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$m = 3$</th>
<th>EC-test</th>
<th>t-Cop</th>
<th>Gauss</th>
<th>EC-test</th>
<th>t-Cop</th>
<th>Gauss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>asym</td>
<td>boot</td>
<td>asym</td>
<td>boot</td>
<td>asym</td>
<td>boot</td>
</tr>
<tr>
<td>1</td>
<td>0.051</td>
<td>0.020</td>
<td>0.040</td>
<td>0.249</td>
<td>0.037</td>
<td>0.053</td>
</tr>
<tr>
<td>1.5</td>
<td>0.037</td>
<td>0.039</td>
<td>0.052</td>
<td>0.248</td>
<td>0.046</td>
<td>0.058</td>
</tr>
<tr>
<td>2</td>
<td>0.033</td>
<td>0.047</td>
<td>0.062</td>
<td>0.257</td>
<td>0.052</td>
<td>0.053</td>
</tr>
<tr>
<td>2.5</td>
<td>0.035</td>
<td>0.028</td>
<td>0.055</td>
<td>0.246</td>
<td>0.045</td>
<td>0.057</td>
</tr>
<tr>
<td>3</td>
<td>0.037</td>
<td>0.032</td>
<td>0.046</td>
<td>0.236</td>
<td>0.050</td>
<td>0.061</td>
</tr>
</tbody>
</table>

The empirical copula test keeps its size when testing for a constant copula, indicating that piecewise standardization appropriately accounts changes in the margins and the i.i.d. multiplier process can be applied. Except for the case of moderate changes at the margins, where Hypotheses Pair 2 is rejected too frequently, this also holds for the correctly specified sup-LR test, suggesting that the residual effect is present but less prominent than in the previous section. Unsurprisingly, the misspecified sup-LR test does not keep its size given the nominal level of 5 %, this is however appropriately corrected by the residual bootstrap. Using the scheme lined out in section 2, empirical rejection rates are similar to the bootstrapped sup-LR test under correct specification.

Figure 7: bivariate t-copula, $n=100$, Scenario 2: Empirical Power
Figure 8: Bivariate t-copula, n=500, Scenario 2: Empirical Power

Figure 9: 3-variate t-copula, n=100, Scenario 2: Empirical Power
In contrast to before, results are mixed as no test is strictly superior. It appears that the fluctuation test has slightly higher power if $\rho_2 < \rho_1$ while the result is flipped for $\rho_2 > \rho_1$. This would be a prime situation for using both tests together with the Boole-Bonferroni correction. Remarkably, the sup-LR test under misspecification does not perform consistently worse than its correctly specified counterpart.

Table 4 however reveals that the sup-LR test yields considerably better results in estimating the change-point, irrespective of whether the model is correctly specified or not. Even for $n = 500$ and $\rho_2 = 0.9$, $D_l$ is visibly biased in the fluctuation test framework, while $D_l$ is already precisely estimated for $\rho_2 = 0.7$. We also observe similar or even better results of the misspecified sup-LR test compared to its correctly specified counterpart for samples that might be too small for reliably estimating a t-copula. In addition, using the potentially misspecified sup-LR test with a Gaussian copula has also large computational advantages. Therefore we suggest using the sup-LR test whenever precise estimation of the change-point is required. Within the sup-LR framework usage of any advanced model is only advantageous if one has high confidence on the model’s appropriateness and the sample size (relative to dimension) permits reliable estimation.
4 Application to European Financial Sector Stocks

In a second practical example, we apply the non-parametric methods testing constant copula as lined out in section 3.2 to EURO STOXX 50 bank equity data around the financial crisis following the Lehman Brothers insolvency. Therefore we take daily log-returns of BNP Paribas, Santander, ING Group, BBVA, Intesa Sanpaolo, Société Générale, and Deutsche Bank from April-01-2004 to April-01-2010. All margins are assumed to follow a GARCH(1,1)-process. Based on critical values 12.35 for the demeaned sup-LR test on constant unconditional variances and 1.628 for the CUSUM of squares test (at 99 % nominal level respectively), Hypotheses Pair 1 is rejected at each margin. Although there are some minor differences in the break point estimates, this can also be seen graphically from rolling (annualized) volatilities in section 4. Here, change-point and partial-sample estimators for \( \sigma_1 \) and \( \sigma_2 \) are based on the results of the sup-LR test. Before moving to the second step, we perform two diagnostic tests on the piecewise GARCH-residuals, reported in the leftmost columns of section 4: the Ljung-Box test for autocorrelation does not reject the null hypothesis for any dimension at the 10 % level, indicating that serial dependence is eliminated by computing GARCH-residuals sufficiently well. We report the test result for a lag-size of four, results are robust to different lags. The Kolmogorov-Smirnov test against normality rejects in four of seven dimensions at the 1 % level and always at the 10 % level, such that we operate the sup-LR test under misspecification.

Table 5: Estimation of EURO STOXX Financial Sector Stocks

<table>
<thead>
<tr>
<th>Empirical copula test</th>
<th>sup-LR test, Gauss-Copula</th>
<th>Diagnostic tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q_i</td>
<td>( \lambda_1 )</td>
<td>( \sigma_1 )</td>
</tr>
<tr>
<td>BNP Paribas</td>
<td>4.92 2008-01-18</td>
<td>20.58 59.09</td>
</tr>
<tr>
<td>Santander</td>
<td>5.41 2008-01-15</td>
<td>17.59 48.17</td>
</tr>
<tr>
<td>ING Group</td>
<td>5.47 2008-09-15</td>
<td>23.76 98.88</td>
</tr>
<tr>
<td>BBVA</td>
<td>5.51 2008-01-15</td>
<td>17.11 44.92</td>
</tr>
<tr>
<td>Intesa Sanpaolo</td>
<td>4.83 2008-07-11</td>
<td>20.13 57.15</td>
</tr>
<tr>
<td>Société Générale</td>
<td>5.93 2008-01-18</td>
<td>21.95 62.42</td>
</tr>
<tr>
<td>Deutsche Bank</td>
<td>5.54 2008-07-01</td>
<td>22.06 72.15</td>
</tr>
<tr>
<td>Copula (p-value)</td>
<td>0.0025 2007-06-05</td>
<td></td>
</tr>
</tbody>
</table>
As for the correlation matrix $P$, the null hypothesis of parameter stability is overwhelmingly rejected; almost all 21 pairwise correlations increase after the change-point. From the simulation results on $\hat{t}_D$ in section 4.4, 2008-01-15 might be the more reliable change-point estimate, largely coinciding with variance change-points of the single stocks. In addition, the change-point estimate delivered by the non-parametric test is somewhat peculiar, since it falls into a period before the actual extent of the financial turmoil became publicly known. Using a sequential procedure again avoids biased change-point estimates, something that could well occur using non-sequential procedures.

Figure 11: EURO STOXX Banks, Rolling Volatilities
5 Concluding Remarks

We have proposed and analyzed parametric two-step procedures for assessing the stability of cross-sectional dependency measures in the presence of potential breaks in the marginal distributions. We have focused on sup-LR tests and it could be interesting or further research to also look at sup-Wald, sup-LM or exponentially weighted test statistics in the spirit of Andrews and Ploberger [1994]. Moreover, while we have tackled the case of serial dependence when discussing volatility filtering, it might be interesting to also investigate e.g. changes in VAR-filtering in the first step of the procedure.

Proofs

Proof of Theorem 1

We sketch the proof for Hypotheses Pair 2 with the proof for Hypotheses Pair 1 being similar. The proof is based on Taylor approximations of $l_{i,t}(\theta_i, \eta)$ around the first component. First, it holds

$$\frac{1}{2} A_{i, \pi n} = \sum_{t=1}^{\pi n} \left( l_{i} (\hat{\delta}_1, \hat{\theta}_0, \hat{\eta}) - l_{i} (\hat{\delta}_0, \hat{\theta}_0, \hat{\eta}) \right) + \sum_{t=\pi n + 1}^{n} \left( l_{i} (\hat{\delta}_2, \hat{\theta}_0, \hat{\eta}) - l_{i} (\hat{\delta}_0, \hat{\theta}_0, \hat{\eta}) \right).$$

As we consider ML estimators, the first derivatives cancel so that we obtain with the assumption on the third derivatives

$$A_{i, \pi n} = \left( \hat{\delta}_0 - \hat{\delta}_1 \right) \sum_{t=1}^{\pi n} \frac{\partial^2}{\partial \delta \partial \delta} l_{i} (\hat{\delta}_1, \hat{\theta}_0, \hat{\eta}) \left( \hat{\delta}_0 - \hat{\delta}_1 \right) + \left( \hat{\delta}_0 - \hat{\delta}_2 \right) \sum_{t=\pi n + 1}^{n} \frac{\partial^2}{\partial \delta \partial \delta} l_{i} (\hat{\delta}_2, \hat{\theta}_0, \hat{\eta}) \left( \hat{\delta}_0 - \hat{\delta}_2 \right) + o_p(1).$$

With the assumption on the process convergence of the estimators and the continuous mapping theorem, we obtain that this term converges in process distribution to

$$\left( \sqrt{\pi} \Gamma_k(1) - \frac{1}{\sqrt{\pi}} \Gamma_k(\pi) \right) \left( \sqrt{\pi} \Gamma_k(1) - \frac{1}{\sqrt{\pi}} \Gamma_k(\pi) \right) + \left( \sqrt{1 - \pi} \Gamma_k(1) - \frac{1}{\sqrt{1 - \pi}} \Gamma_k(1 - \pi) \right) \left( \sqrt{1 - \pi} \Gamma_k(1) - \frac{1}{\sqrt{1 - \pi}} \Gamma_k(1 - \pi) \right).$$

Some algebra using that it holds for a Brownian motion that $\text{Cov}(\Gamma_k(s), \Gamma_k(t)) = \min(s, t) J_{k, s}$ (see Weibel and Wied [2016]) reveals that this has the same distribution as

$$\frac{(\Gamma_k(\pi) - \pi \Gamma_k(1))' (\Gamma_k(\pi) - \pi \Gamma_k(1))}{\pi (1 - \pi)}.$$

□

Proof of Theorem 2
A Taylor approximation of $A_{\pi n}(\delta_{\pi n}, \hat{\delta}, \hat{\theta}_{\pi n}, \hat{\eta})$ in the third component around $\theta_{\pi n}$ yields

$$
A_{\pi n}(\delta_{\pi n}, \hat{\delta}, \hat{\theta}_{\pi n}) = \sum_{t=1}^{n} \left( l_t(\delta_{\pi n}, \hat{\theta}_t) - l_t(\hat{\delta}, \hat{\theta}_t) \right)
$$

$$
= \sum_{t=1}^{n} \left( l_t(\delta_{\pi n}, \hat{\theta}_t) - l_t(\hat{\delta}, \hat{\theta}_t) \right)
+ \sum_{t=1}^{n} \left( \frac{\partial}{\partial \theta} \left( l_t(\delta_{\pi n}, \theta_t) - l_t(\hat{\delta}, \hat{\theta}_t) \right) \right) (\hat{\theta}_t - \theta_t)
$$

$$
+ \frac{1}{2} \sum_{t=1}^{n} (\hat{\theta}_t - \theta_t)^{\prime} \frac{\partial^2}{\partial \theta_t \partial \theta_t^{\prime}} \left( l_t(\delta_{\pi n}, \theta_t) - l_t(\hat{\delta}, \hat{\theta}_t) \right) (\hat{\theta}_t - \theta_t)
$$

$$
+ o_p(1)
= A_{\pi n}(\delta_{\pi n}, \hat{\delta}, \theta_t) + B_{\pi n} + \frac{1}{2} C_{\pi n} + o_p(1).
$$

It holds that

$$
C_{\pi n} = \sqrt{n} (\hat{\theta} - \theta)^{\prime} \frac{\partial^2}{\partial \theta \partial \theta^{\prime}} \frac{1}{n} \sum_{t=1}^{n} \left( l_t(\delta(\pi), \theta) - l_t(\hat{\delta}, \delta) \right) \sqrt{n} (\hat{\theta} - \theta)
$$

Then, $C_{\pi n} \Rightarrow P 0$ and $B_{\pi n} \Rightarrow d R(\pi)$. So, $A_{\pi n} \Rightarrow B_k(\pi) + R(\pi)$. \qed
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